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#### Abstract

An important part of the rapidly growing shopper marketing practice is cross-category retail management. In managing two related product categories, retailers face some important questions: Which category should be stocked more? How close to each other should they be stocked in the store (aisle adjacency)? Which category should be promoted more often? And when should the two categories be sold as a bundle? To address these questions, we examine how purchases of related product and subproduct categories influence one another, and how the relative aisle locations of two related product categories influence their respective purchases. We consider both extrinsic (aisle location-based) and intrinsic (affinity-based) cross-category effects. Using aggregate store level data together with store descriptor and store shopper demographic data, we estimate a simultaneous system of models for two related product categories, soft drinks and salty snacks. We also estimate a system of salty snack subcategory purchase models. We find that both extrinsic and intrinsic cross-category effects are asymmetric, that is, different categories and subcategories have different effects on one another. We discuss the theoretical and managerial implications of these findings.
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[^0]
## 1 Introduction

Shopper marketing, the planning and execution of all marketing activities that influence a shopper along-and beyond-the path-to-purchase, from shopping trigger to purchase, consumption, repurchase, and recommendation stages $[28,29,31]$ is on the ascendancy. An important part of the rapidly growing shopper marketing practice is cross-category retail management. Product category interrelationships raise a number of critical but often hard-to-resolve issues for retailers. Consider a typical US grocery store that carries approximately 31,000 items in roughly 600 product categories. Such product diversity presents retailers with the complex task of managing multiple product categories, such as soft drinks and salty snacks, or subcategories, such as potato, tortilla, and corn chips within the salty snack category. In particular, the formulation of effective merchandising strategies across categories is important [5, 10, 23]. Store profitability is maximized when consumers purchase across categories [17]. Furthermore, retailers' promotion pass through decisions are based on cross-category demand relationships [22].

Developing effective cross-category strategies requires that retailers answer several questions: Which product category should be stocked more or less? ${ }^{1}$ Where should they be physically located in the store, and in particular, should they be placed on separate or adjacent aisles? Which product category should be promoted more often? When should the product categories be bundled or sold separately? To answer such questions, store managers need to identify demand interrelationships across product and subproduct categories, and assess the impact of one category's within-store location on the sales of another. The selections should capitalize on crosscategory demand interrelationships.

[^1]To study cross-category relationships, market basket data collected from a panel of shoppers are used (e.g., $[2,4,18,25$, 27]). However, the availability and use of such data offer important challenges for managers. First, the data needs are often large. Analysis of the purchases of many consumers over time and across several categories for a reasonable set of measures requires intensive and expensive data collection efforts and storage. Second, the collection and analysis of market basket data for multiple categories is often expensive and burdensome because there are $2^{\text {n }}-1$ theoretically possible category combinations involving $n$ categories [27]. Finally, to be useful for weekly decision-making, market basket data should allow for the analysis of changes in store level variables.

Since such an analysis is complex, managers seldom perform category analysis of market basket panel data. While modern computers make handling such volumes of data relatively easy, many store managers may prefer to work with more readily available data using simpler and more accessible approaches. Frequently, they have access to data at the aggregate store level, where such data can often be readily obtained and analyzed. In sum, while market basket data are preferred for a consumer level understanding of cross-category relationships, practical concerns often lead many store managers to consider alternative approaches.

We propose that aggregate, across-store data provide useful and important insights into cross-category relationships. First, chain or store level data analysis has been shown to offer important managerial insights into own and cross brand price elasticities $[6,30,35]$. Such data minimize the many complexities and provides actionable results at the chain or store level.

Second, analysis of chain or store level aggregate data over long periods (say 1 year) is computationally less intensive than weekly data. For example, in the application subsequently described in this paper that is based on aggregate data over a 2 -year time period, the data needs fall to fewer than 500 observations. Furthermore, because many grocery chains have consistent pricing and promotions across their stores, by analyzing aggregate data, we can control for the promotion effects on category purchases and focus on intrinsic and extrinsic cross-category effects.

Finally, because products' aisle locations typically do not change much over time, market basket data do not let managers study the effects of one aisle location relative to another. Cross-sectional aggregate data, on the other hand, can help analyze the associations between relative aisle location and purchases in multiple categories [5]. In sum, cross-sectional aggregate data across different stores offer a number of important benefits to retail store managers, and could serve as a useful complement to analysis of market basket panel data.

In this paper, we propose a conceptual framework of crosscategory effects and advance key hypotheses that underlie this framework. We test these hypotheses using an empirical approach designed to answer the four questions raised earlier
using aggregate, across-store data on two product categories (soft drinks and salty snacks), and on multiple subcategories within one category (salty snacks). Soft drinks and salty snacks are important categories for retailers (e.g., [5, 8]). We demonstrate that cross-category intrinsic and extrinsic, and aisle adjacency effects, can be meaningfully analyzed with such data. Using a simultaneous system of models, we show how managers can readily perform an empirical analysis of cross-category effects using average store transaction, store descriptor, and store shopper demographic data.

Our paper differs from and extends prior research on crosscategory effects. It adds to the multicategory analysis literature (e.g., $[5,11,18,27]$ ), by examining the effects of subcategories on one another and the role of aisle adjacency across categories and subcategories. In particular, it differs from Bezawada et al. [5], who also study the effects of aisle adjacency of categories, in key respects. First, while Bezawada et al. [5] examine aisle adjacency and display effects, we address the overall cross-category effect. Second, unlike Bezawada et al. [5], we analyze the effects of subproduct categories on one another. Third, while Bezawada et al. [5] use a spatial model, we use a simultaneous equation model of sales. Fourth, Bezawada et al. [5] use store level unit sales data, whereas we use transactions data. Thus, our research extends Bezawada et al. [5] and the category management, shopper marketing, and retailing literatures.

Our empirical results show that both the intrinsic and the extrinsic effects of salty snacks and of soft drinks on each other are asymmetric. Specifically, greater purchases of soft drinks lead to greater purchases of salty snacks, but the converse is not true, and the adjacency of salty snacks and soft drinks benefit purchases of salty snacks, but does not lift purchases of soft drinks. Furthermore, some subcategories of salty snacks, such as potato chips, tortilla chips, corn chips, and popcorn, are intrinsic substitutes, but each of these subcategories is intrinsically complementary with other subcategories such as cheese puffs and pretzels.

Based on our results, we propose a managerial framework designed to help retailers approach the cross-category relationships problem. In the next section, we present the conceptual background and hypotheses in our study. Then, we formulate the models and describe how we estimate their parameters. Finally, we discuss the managerial implications of our findings and propose a general framework for managing demand across product categories and subcategories.

## 2 Conceptual Background and Hypotheses

### 2.1 Intrinsic and Extrinsic Demand Relationships

The demand for products in one category is often related to that in another category $[5,11,13,21,26]$. Conceptually, two
types of cross-category effects exist, intrinsic and extrinsic. Two product categories are intrinsically related if the purchase of a product in one category influences the purchase of a product in another category based on affinity in consumption. Affinity in consumption exists between two categories if the consumption of one category typically triggers thoughts about the other category. For example, the consumption of pasta might prompt thoughts of consuming pasta sauce, cheese, and beverages. Similarly, salty snack consumption could spur the thought of consuming a soft drink and vice versa. In some cases, the consumption of one category may deter the consumption of another category, leading to a negative affinity between the two categories. For example, the consumption of a chilled beverage such as cola may dissuade the consumption of a hot beverage like coffee during that consumption occasion or moment. Similarly, ice cream and nonfat yogurt may have negative affinities. Typically, ice cream is viewed as a treat, whereas nonfat yogurt is perceived as a healthier alternative. Therefore, categories can have either positive or negative affinities toward each other based on shoppers' prior purchase, consumption experience, and consumption occasion.

Two product categories are extrinsically related if temporal factors, such as price changes and promotional activities, and nontemporal factors, such as relative product locations within the store, associated with one category influence the purchases of another category. Sometimes, a promotion in one category can trigger the purchase of items in another category, leading to positive extrinsic relationship between the two categories. For example, a promotion on toothpaste may induce the purchases of multiple packages, which in turn could lead to purchases of mouthwash or toothbrush. In other cases, a promotion in one category might result in reduced purchases of another category, yielding a negative extrinsic relationship between the two categories. For example, a promotion in the coffee category might lead to lower purchases in the tea category.

The theoretical basis for intrinsic and extrinsic crosscategory effects lies in the memory literature. Shoppers have organized associative networks of product categories in memory [20, 32]. Parts of this knowledge are cued and retrieved from memory. ${ }^{2}$ Through a process of spreading activation [3], the retrieval of this category (e.g., soft drinks) knowledge leads to the activation and retrieval of knowledge in related product categories (e.g., salty snacks). Therefore, both intrinsic and extrinsic cross-category effects will depend upon shoppers' category knowledge, but the nature of the initiating cues may be different.

With intrinsic effects, merely encountering in store a product from one category cues the retrieval of knowledge in

[^2]related categories. For example, such encounters might conjure up mental images in shoppers' minds of consuming related products, leading to the purchase of complementary categories. In-store product cueing may also remind the shopper of unmet needs [15] or product substitutes from other, related product categories, spurring their purchases.

The extrinsic effect works similarly, except that the shopper's associative network is cued by marketing activities designed to influence product purchase. Some marketing actions, such as deals, feature advertisements, and in-store end-of-aisle displays, are temporal [1]. Others, such as aisle adjacency or the placement of two product categories in close proximity to one another in the store, typically last longer.

Both intrinsic and extrinsic cross-category purchase effects may be either positive or negative, making the categories in question complements or substitutes, respectively. When the intrinsic or extrinsic relationship between two categories is positive, we term the categories, complementary categories. By the same token, if the relationship is negative, we call the categories, substitute categories.

Goal theory suggests that consumers will likely buy categories that will fulfill their goals. Complementary categories are purchased in anticipation of their joint consumption and use toward a common goal (e.g., toothpaste and toothbrush for oral hygiene, salty snacks and soft drinks for a light meal), whereas substitute categories are purchased as replacements for the same consumption goal (e.g., diet cola and regular cola, or tortilla or potato chips for use with dips) [24]. Thus, substitution reflects shoppers' perceptions that products have a similar form or functionality. Our view of complementarity differs somewhat from that of Manchanda et al. [18], who define complementarity as existing when marketing activity in one category influences purchases of another category (extrinsic effect). However, they use category coincidence to refer to situations where all reasons (except category complementarity and consumer heterogeneity) induce a joint purchase of two or more categories (cf. intrinsic effect).

### 2.2 Extrinsic Effects of Aisle Adjacency

Aisle adjacency is an important source of extrinsic crosscategory effects. At a conceptual level, an adjacency spectrum of in-store product placement options can be defined by their proximity. At one extreme are bundled products, which are placed and sold together, i.e., proximity is very high. ${ }^{3}$ Shelf location adjacency reduces the level of proximity by allowing for products to be placed on shelves where their respective positions vary by eye level and location centrality on a given

[^3]set of shelves [1]. Consistent with Bezawada et al. [5], we define aisle adjacency between two categories as the proximity between the product categories' shelf locations; it allows for less proximity where two product categories are placed side by side on the same side of an aisle, on opposite sides of the aisle, or on adjacent aisles. Finally, the lowest level of proximity occurs when products are displayed in aisle locations that are widely separated in the store. Aisle adjacency for two product categories can range from very high to very low.

Product placement decisions have important implications for stores' sales and costs [5, 10]. Previous research has examined the topic, but its emphasis has varied considerably across the adjacency spectrum. A great deal of academic research has focused on shelf space issues of store placement. For example, Urban [34] reviews over ten shelf placement studies before presenting a model that generalizes and integrates shelf space models with inventory control and product assortment models. However, studies focusing on aisle adjacency and its effects on products' sales have been limited [10]. Furthermore, reviewing the literature on product placement returns only a few studies; this may be due to a lack of availability of appropriate data. This lack of attention is surprising given the importance of the topic for retailers. For example, Jitney Jingle, a Jackson Mississippi-based chain, has "power alleys" that present products from related categories, such as snacks and beverages. The underlying rationale is convenience and ease of shopping. Similarly, Albertsons, one of the largest retail chains in the U.S., has a coordinated merchandising strategy for snacks and related categories.

Retailers' concern with aisle adjacency likely reflects their understanding of shopper behavior. Consider a shopper whose goal is to make lunches to take to work in the next week. This shopper's goals are represented by a set of needs that can be met by various product categories [16], some of which are complements (meat and cheese slices), whereas others are substitutes (juices and soft drinks). Increasing aisle adjacency between these product categories offers the shopper several benefits for attaining the lunch goal; specifically, it reduces information search complexity by making assortment assembly easier; it means less time walking around the store, enhancing convenience; it provides in-store cueing of forgotten needs; and it satisfies variety seeking by offering new product choice to meet the goal [24]. With shoppers increasingly focused on convenience, a move to goal-based in-store placement versus one that is functional or product category-based should enhance shopper satisfaction and loyalty [5].

Based on the previous reasoning, we propose the following hypotheses in the context of two complementary product categories, soft drinks and salty snacks, and subcategories of salty snacks, such as potato chips, tortilla chips, and pretzels:

Intrinsic Cross-category Effects
$\mathrm{H}_{1}$ : Greater purchases of one category will be associated with greater purchases of a complementary category, and vice versa.
$\mathrm{H}_{2}$ : Subcategories with (dis)similar form and function will exhibit purchase (complementarity) substitution.

## Extrinsic Cross-category Effects

$\mathrm{H}_{3}$ : Aisle adjacency of two complementary categories will be positively associated with purchases of those categories.

## 3 Data

To test these hypotheses, we collected data from 34 stores belonging to an upstate New York supermarket chain. For each store in the chain, the transaction data contain the average proportion of transactions in which different subcategories of salty snacks and the soft drink category were bought over a 2year period. The supermarket chain provided the transaction data, aisle adjacency data, and the store descriptor data containing store size and the age of the store (date of each store's opening). Because geodemographics data drive category and retail purchases [14], we obtained the store shopper demographics data from Spectra Information Services and linked these data to the other data through the store variable.

## 4 Model Formulation and Estimation

### 4.1 Model Formulation

To study cross-category effects, we develop a simultaneous equation model comprising equations for the purchases of salty snacks and soft drinks. Similarly, to examine the relationships among the subcategories of salty snacks, we formulate a simultaneous equation model containing equations for the purchases of subcategories. In each model, our focal independent variables are purchases of related categories and subcategories, and aisle adjacencies. In addition, we control for the following other variables that may potentially influence shoppers' (sub) category purchases: (1) (sub) categoryspecific variables, such as shelf footage, (2) store descriptor variables, such as store size and age of the store, and (3) store shopper demographic variables, such as average age and average household income.

The purpose of our proposed models is to identify the cross-category and cross-subcategory effects that reveal complements and substitutes, and to explore the nature of intrinsic
and extrinsic effects. The identification of similar groups of categories (substitutes or complements) can be achieved through other types of analyses, such as cluster analysis and decision trees. However, a simultaneous model analysis provides the signs of the coefficients of the category or subcategory purchases, which indicate whether the categories or subcategories are complements or substitutes, and whether the cross-category or cross-subcategory effects are symmetric or asymmetric, providing an important advantage. Such directional insights cannot be obtained from other approaches, such as cluster analysis.

### 4.1.1 Cross-Category Effects

The Category 1 (salty snack) purchases model is given by:

$$
\begin{align*}
\operatorname{SSNACK}_{i}= & \alpha_{0}+\alpha_{1} \text { BEV }_{i}+\alpha_{2} \text { ADJ }_{i}+\alpha_{3} \text { SSFT }_{i} \\
& +\alpha_{4} \text { STRAGE }_{i}+\alpha_{5} \text { SSIZE }_{i}+\alpha_{6} \text { HHAGE }_{i}  \tag{1}\\
& +\alpha_{7} \text { HHINC }_{i}+\varepsilon_{i}
\end{align*}
$$

where SSNACK is the percentage of transactions with salty snacks purchase, BEV is the percentage of transactions with a soft drink beverage purchase, ADJ is the adjacency of the salty snacks aisle with the beverage aisle (measured by the number of aisles between the locations of the two categories in the store), SSFT is salty snack area in the store in square feet, STRAGE is the age of the store in terms of months since opening, SSIZE is the store size or average sales of the store over the time period of the data (\$ weekly sales), HHAGE is the average household age, and HHINC is average household income ( $\$ \cdot 000 \mathrm{~s}$ ), all for each store i. $\alpha_{0}$ to $\alpha_{7}$ are the associated parameters. Finally, $\varepsilon$ is an error-term assumed to be normally distributed with zero mean. Because our model is based on cross-sectional data across stores, we do not need to use time-varying variables, such as promotional variables, as explanatory variables. ${ }^{4}$

Similarly, the model for the complementary category 2 (soft drinks) is given by:

$$
\begin{align*}
\text { BEV }_{i}= & \beta_{0}+\beta_{1} \text { SSNACK }_{i}+\beta_{2} A D J_{i}+\beta_{3} \text { BSFT }_{i} \\
& +\beta_{4} \text { STRAGE }_{i}+\beta_{5} \text { SSIZE }_{i}+\beta_{6} \text { HHAGE }_{i}  \tag{2}\\
& +\beta_{7} \text { HHINC }_{i}+\eta_{i}
\end{align*}
$$

[^4]where BSFT is the soft drink beverage area in the store and $\beta_{0}$ to $\beta_{7}$ are the associated parameters. $\eta$ is an error-term assumed to be normally distributed with zero mean, and the other terms are as defined earlier. The coefficients $\alpha_{1}$ and $\beta_{1}$ capture the effects of soft drinks on salty snacks and vice versa, respectively. Hypothesis $\mathrm{H}_{1 \mathrm{a}}$ implies $\alpha_{1}>0$ and is significant, and $\mathrm{H}_{1 \mathrm{~b}}$ implies $\beta_{1}>0$ and is significant. The coefficients $\alpha_{2}$ and $\beta_{2}$ capture the effects of aisle adjacency of soft drinks and salty snacks on purchases of salty snacks and vice versa, respectively. According to Hypothesis $\mathrm{H}_{3 \mathrm{a}}, \alpha_{2}>0$ and is significant. According to $\mathrm{H}_{3 \mathrm{~b}}, \beta_{2}>0$ and is significant.

### 4.1.2 Cross-Subcategory Effects

The model for each subcategory purchases is given by:

$$
\begin{align*}
\text { SCAT }_{j i}= & \gamma_{0 j}+\gamma_{1 j} \text { BEV }_{i}+\gamma_{2 j} A D J_{j i}+\gamma_{3 j} \text { LINF }_{j i} \\
& +\gamma_{4 j} S^{2} R A G E_{i}+\gamma_{5 j} S S I Z E_{i}+\gamma_{6 j} H H A G E_{i}  \tag{3}\\
& +\gamma_{7 j} \text { HHINC }_{i}+\sum_{l=1, l \neq j} \gamma_{8 j l} S C A T_{l i}+\varsigma_{j i}
\end{align*}
$$

where SCAT is the percentage of transactions involving the purchase of the subcategory, LINFT is the linear footage of the subcategory in the store, $\mathrm{j}, \mathrm{l}=$ subcategory $\in$ (potato chips, tortilla chips, corn chips, cheese puffs, pop corn, pretzels), $\gamma_{0}$ to $\gamma_{7}$ are the associated parameters, $\varsigma$ is an error term assumed to be normally distributed with zero mean, and the other terms are as defined earlier. ${ }^{5}$

The coefficients $\gamma_{8 j 1}$ capture the effects of the purchases of subcategories on the purchases of other subcategories. Hypothesis $\mathrm{H}_{2}$ implies that some of these coefficients are positive and significant, whereas some others are negative and significant. ${ }^{6}$

### 4.2 Model Estimation

We estimate models (1), (2), and (3) using the three-stage least squares (3SLS) method, which captures the endogeneity of purchases of different categories and subcategories. In addition, 3SLS accounts for any correlation between the errorterms of the equations that could be due to common, omitted variables, i.e., Seemingly Unrelated Regression (SUR, [36]).

[^5]We estimate Eqs. (1) and (2) as one system of equations, and Eq. (3) as a separate system of equations across the subcategories.

## 5 Results

### 5.1 Cross-Category Effects

The results of the 3SLS models for salty snacks and soft drink beverage purchases (Eqs. 1 and 2) ${ }^{7}$ appear in Table 1. In the salty snacks model, the coefficient of BEV, representing the effect of soft drinks purchases, is positive and significant ( $p<0.05$ ), supporting $\mathrm{H}_{1 \mathrm{a}}$. Aisle adjacency level (ADJ) is also positive and significant $(p<0.05)$, consistent with $\mathrm{H}_{3 \mathrm{a}}$. The proportion of salty snack purchases is greater when beverage purchase proportion increases, and as the salty snacks aisle becomes more adjacent to the soft drinks aisle.

In addition, among the control variables, average household age, HHAGE ( $p<0.01$ ) and household income, HHINC ( $p<0.05$ ) are significant; salty snack purchases are greater in stores with higher average household age and household income.

However, the soft drinks model shows that purchases of salty snacks, and the adjacency of soft drinks and salty snacks, are not significant predictors of soft drink purchases, contrary to hypotheses $\mathrm{H}_{1 \mathrm{~b}}$ and $\mathrm{H}_{3 \mathrm{~b}}$, respectively. While salty snack purchases are enhanced by soft drink purchases and by the adjacency of salty snacks with soft drinks, the converse is not true. Thus, there are asymmetries in both the intrinsic and the extrinsic (aisle adjacency) cross-category effects.

These results, however, are consistent with the typical roles of the two product categories in most stores. Soft drinks are typically managed as a "destination" category that serves to draw consumers to the store [33]. Because it is a destination category, consumers visit a store to purchase beverages first. Therefore, the proportion of transactions involving beverage purchases is not significantly dependent on the proportion of transactions containing purchases of other categories, including salty snacks. By the same token, on many occasions, such as parties, light meals, and the like, purchases of soft drinks are likely to trigger purchases of salty snacks (an intrinsic cross-category effect). Interestingly, beverage purchases decrease with household income ( $p<0.01$ ), i.e., stores frequented by shoppers with higher average household income tend to have a lower proportion of soft drink purchases. Shoppers with higher incomes are likely to have higher

[^6]shopping budgets with which more items can be bought, resulting in a lower percentage of soft drink purchases or any one category.

### 5.2 Cross-Subcategory Effects

Table 2 summarizes the 3 SLS subcategory results. In the model for potato chips, only tortilla chips ( $p<0.05$ ) and cheese puffs ( $p<0.05$ ) are significant, i.e., the proportion of potato chip purchases is high when tortilla chip purchase proportion is low, but is high when cheese puffs purchases are high. Thus, potato chips are typically bought at the expense of tortilla chips (substitutes), but are bought together with cheese puffs (complements).

The tortilla chips purchases model indicates that potato chip purchases $(p<0.05)$, cheese puffs purchases ( $p<0.05$ ), pretzel purchases ( $p<0.10$ ), and the age of the store ( $p<0.05$ ) are significant predictors of tortilla chips purchases. Tortilla chip purchases take place at the expense of potato chips (substitutes), but they are high when purchases of cheese puffs and pretzels are high (complements). Furthermore, observed tortilla snack purchases are higher in newer stores.

In the corn chips model, only potato chip purchases ( $p<0.10$ ) and cheese puffs purchases ( $p<0.05$ ) are significant predictors of corn chips purchases. Corn chips purchases are low when purchases of potato chips are high (substitutes), but are high when purchases of cheese puffs are high (complements). In the cheese puffs model, purchases of potato chips ( $p<0.01$ ), tortilla chips ( $p<0.05$ ), and corn chips ( $p<0.10$ ) are the only significant predictor variables. Cheese puffs purchases are high when purchases of potato chips, tortilla chips, and corn chips are high, suggesting that cheese puffs are a complement with potato, tortilla, and corn chips. This result is consistent with those from other subcategories examined so far.

In the popcorn model, purchases of tortilla chips ( $p<0.10$ ) and pretzels $(p<0.001)$ are significant predictors of purchases of popcorn. Popcorn purchases are high when pretzel purchases are high (complements), but are low when tortilla chip purchases are high (substitutes). Among the control variables, store age ( $p<0.05$ ) and average household age ( $p<0.05$ ) have significantly negative effects on popcorn purchases. Older households shopping at older stores might purchase less popcorn than younger households because the product is primarily targeted at the younger generation, which tends to make more of its purchases at newer retail outlets.

Finally, in the pretzel model, tortilla chips purchases ( $p<0.10$ ), popcorn purchases $(p<0.01)$, age of store ( $p<0.10$ ), and average shopper age ( $p<0.01$ ) are the significant predictors. Pretzel purchases are high when purchases of tortilla chips are high (complements) and popcorn purchases are also high (complements). They also are high when the shopper's average age is high and when the store is old,

Table 1 3SLS model results for salty snacks and soft drink purchases

| Independent variable | SSNACK model <br> Parameter estimate <br> (Standard error) (Hypothesis) | BEV model <br> Parameter estimate <br> (Standard error) (Hypothesis) |
| :--- | :--- | :--- |
| INTERCEPT | $-0.21(0.13)$ | $0.37(0.14) * *$ |
| BEV | $0.62(0.23)^{* *}\left(\mathrm{H}_{1 \mathrm{a}}\right)$ | - |
| SSNACK | - | $1.37(0.94)\left(\mathrm{H}_{1 \mathrm{~b}}\right)$ |
| ADJ | $7.6 \times 10^{-3}\left(3.0 \times 10^{-3}\right) * *\left(\mathrm{H}_{3 \mathrm{a}}\right)$ | $-0.01\left(6.7 \times 10^{-3}\right)\left(\mathrm{H}_{3 \mathrm{~b}}\right)$ |
| SSFT | $2.3 \times 10^{-5}\left(4.6 \times 10^{-5}\right)$ | - |
| BSFT | - | $-1.6 \times 10^{-2}$ |
| STRAGE | $-1.6 \times 10^{-5}\left(3.6 \times 10^{-5}\right)$ | $4.5 \times 10^{-6}\left(7.4 \times 10^{-5}\right)$ |
| SSIZE | $-1.8 \times 10^{-8}\left(2.3 \times 10^{-8}\right)$ | $3.0 \times 10^{-8}\left(4.3 \times 10^{-8}\right)$ |
| HHAGE | $3.6 \times 10^{-3}\left(2.0 \times 10^{-3}\right)^{* * *}$ | $-5.3 \times 10^{-3}\left(3.5 \times 10^{-3}\right)$ |
| HHINC | $2.1 \times 10^{-3}\left(7.8 \times 10^{-4}\right)^{* *}$ | $-3.0 \times 10^{-3}\left(2.0 \times 10^{-3}\right)^{* * *}$ |

suggesting that pretzels are more popular with older households shopping at traditional outlets. ${ }^{8}$

The results from the subcategory models generally support $\mathrm{H}_{2}$. Some subcategories are complements while others are substitutes.

### 5.3 Summary of Results

Using store level data, we find asymmetric intrinsic and extrinsic cross-category effects. Purchases from the beverage category positively influence salty snack purchases (positive affinity or complements), but the converse is not true. Similarly, aisle adjacency of salty snack and soft drink beverage categories benefits salty snacks more than it does for soft drinks. Previous research, in the context of promotion-induced extrinsic cross-category effects, has also found such asymmetries [5, 18]. Their explanation is based on which category is generally bought as the primary category. Our results show that soft drinks may be the destination category that drives the purchases of salty snacks. Finally, some subcategories, such as potato chips, tortilla chips, corn chips, and popcorn, are intrinsic substitutes among themselves. However, each of these subcategories is intrinsically complementary with cheese puffs and pretzels.

The results on the asymmetric effects of salty snacks and soft drinks, taken together with those of Bezawada et al. [5], offer a nuanced understanding of cross-category effects between two complementary categories such as salty snacks and

[^7]beverages. They show a virtuous cycle of cross-category benefits for the retailer. Our results show that greater adjacency of the salty snacks and soft drinks aisles enhances the proportion of transactions in which salty snacks is purchased more than the proportion of transactions involving beverage purchases. This result is primarily because beverages are a destination category. However, once shoppers are in the store, if they buy chips, it triggers the psychological need to buy a soft drink such as cola [5]. This cueing results in greater purchases of cola when the aisles of chips and cola are more adjacent to each other [5]. Thus, the complementary categories salty snacks and soft drinks feed each other's sales.

## 6 Discussion

Our results are generalizable to many complementary food categories such as pasta and pasta sauce, bread and butter or jelly, meat and cheese, and waffle and syrup. In addition, they can be applied to other complementary categories such as movies and popcorn. In general, the findings should be relevant to contexts where two or more categories are consumed or potentially consumed during an occasion. An important caveat is application to business-to-business product categories such as office supplies and institutional purchase at warehouse clubs where our findings on asymmetry may have to be applied in a more nuanced fashion based on a careful study of the context and category usage.

Our results have important theoretical and managerial implications. From a theoretical perspective, the asymmetric intrinsic cross-category effects lend additional precision to the prevailing views of cross-category complementarity; significant intrinsic effects may occur in the absence of any marketing activities. Recall that our aggregate analysis across stores for a single grocery chain essentially removes temporal differences due to promotional activities.

Table 2 Results for subcategory models

| Independent variables | Subcategory dependent variable |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | Potato chips | Tortilla chips | Corn chips | Cheese puffs | Popcorn | Pretzels |
|  | $1.34(0.95)$ | $2.96(1.39)^{* *}$ | $0.27(0.33)$ | $-0.86(0.55)$ | $0.37(0.12)^{* * *}$ | $-1.02(0.37)^{* *}$ |
| Intercept | $-0.49(1.38)$ | $-1.93(2.21)$ | $0.01(0.39)$ | $0.41(0.75)$ | $-0.36(0.17)$ | $0.99(0.62)$ |
| Beverage | - | $-1.61(0.73)^{* *}$ | $-0.28(0.16)^{*}$ | $0.57(0.21)^{* * *}$ | $-0.12(0.14)$ | $0.33(0.43)$ |
| Potato | $-0.50(0.22)^{* *}$ | - | $-0.11(0.10)$ | $0.30(0.12)^{* *}$ | $-0.11(0.06)^{*}$ | $0.32(0.18)^{*}$ |
| Tortilla | $-2.93(2.60)$ | $-3.93(5.25)$ | - | $1.68(0.91)^{*}$ | $-0.15(0.73)$ | $0.28(2.58)$ |
| Corn | $1.61(0.65)^{* *}$ | $3.03(1.35)^{* *}$ | $0.42(0.18)^{* *}$ | - | $0.31(0.23)$ | $-0.82(0.82)$ |
| Cheese | $-2.54(3.55)$ | $-6.71(4.71)$ | $-0.35(1.23)$ | $1.73(1.94)$ | - | $2.78(0.98)^{* * *}$ |
| Popcorn | $1.25(0.99)$ | $2.81(1.38)^{*}$ | $0.24(0.38)$ | $-0.81(0.63)$ | $0.36(0.12)^{* * *}$ | - |
| Pretzel | $2.2 \times 10^{-4}$ | $3.5 \times 10^{-4}$ | $6.9 \times 10^{-5}$ | $-1.3 \times 10^{-4}$ | $2.4 \times 10^{-5}$ | $-5.8 \times 10^{-5}$ |
| LINFT | $\left(2.4 \times 10^{-4}\right)$ | $\left(3.8 \times 10^{-4}\right)$ | $\left(7.1 \times 10^{-5}\right)$ | $\left(1.3 \times 10^{-4}\right)$ | $\left(3.2 \times 10^{-5}\right)$ | $\left(1.1 \times 10^{-4}\right)$ |
|  | $-3.4 \times 10^{-3}(0.01)$ | $-0.01(0.02)$ | $-3.0 \times 10^{-4}$ | $2.6 \times 10^{-3}$ | $-1.8 \times 10^{-3}$ | $4.9 \times 10^{-3}$ |
| ADJ |  |  | $\left(3.2 \times 10^{-3}\right)$ | $(0.01)$ | $\left(2.4 \times 10^{-3}\right)$ | $\left(7.3 \times 10^{-3}\right)$ |
|  | $-3.2 \times 10^{-4}$ | $-6.9 \times 10^{-4}$ | $-6.8 \times 10^{-5}$ | $2.1 \times 10^{-4}$ | $-8.6 \times 10^{-5}$ | $2.3 \times 10^{-4}$ |
| STRAGE | $\left(2.2 \times 10^{-4}\right)$ | $\left(3.3 \times 10^{-4}\right)^{* *}$ | $\left(7.8 \times 10^{-5}\right)$ | $\left(1.2 \times 10^{-4}\right)$ | $\left(3.3 \times 10^{-5}\right)^{* *}$ | $\left(1.1 \times 10^{-4}\right)^{*}$ |
|  | $-6.0 \times 10^{-8}$ | $-8.8 \times 10^{-8}$ | $-1.7 \times 10^{-8}$ | $3.3 \times 10^{-8}$ | $-5.2 \times 10^{-9}$ | $1.48 \times 10^{-8}$ |
| SSIZE | $\left(8.4 \times 10^{-8}\right)$ | $\left(1.5 \times 10^{-7}\right)$ | $\left(2.4 \times 10^{-8}\right)$ | $\left(4.8 \times 10^{-8}\right)$ | $\left(1.7 \times 10^{-8}\right)$ | $\left(5.0 \times 10^{-8}\right)$ |
|  | $-0.01(0.01)$ | $-0.03(0.02)$ | $-2.2 \times 10^{-3}$ | $8.4 \times 10^{-3}$ | $-4.2 \times 10^{-3}$ | 0.01 |
| HHAGE |  | $\left(4.0 \times 10^{-3}\right)$ | $\left(7.1 \times 10^{-3}\right)$ | $\left(1.5 \times 10^{-3}\right)^{* *}$ | $\left(3.9 \times 10^{-3}\right) * * *$ |  |
| HHINC | $-0.01(0.01)$ | $-0.01(0.01)$ | $-8.4 \times 10^{-4}$ | $3.0 \times 10^{-3}$ | $-1.5 \times 10^{-3}$ | $4.1 \times 10^{-3}$ |
|  |  |  | $\left(1.8 \times 10^{-3}\right)$ | $\left(3.3 \times 10^{-3}\right)$ | $\left(7.4 \times 10^{-3}\right)$ | $\left(2.0 \times 10^{-3}\right)$ |

${ }^{*} p=0.10$ (significant level); ${ }^{* *} p=0.05$ (significant level); ${ }^{* * *} p=0.01$ (significant level)

Although we do not study cross-category effects at the consumer level, the intrinsic asymmetries we find are consistent with differentially encoded memory representations. As noted earlier, product category knowledge can be represented as conceptual nodes linked into associative networks [20]. Over time and across varied usage occasions, shoppers learn to consume soft drinks with salty snacks, but with relatively few other categories. Consequently, they form only a few associative links with those other categories, but the association between soft drinks and salty snacks is strong. When soft drinks are encountered in the store, they act as a retrieval cue, and through a process of spreading activation [3], and then retrieval, the purchase of the strong-associated salty snack category concept is likely. Now, assume that shoppers have also learned to consume salty snacks with many other categories. In this case, they have a larger number of associations of varying strengths with those categories, such as hamburgers, salads, and beer. Therefore, because salty snacks are associated with many other products, in-store cueing when salty snacks are encountered is less likely to lead to retrieval of the soft drink product category [19]. The net result of such differential category representations would be the asymmetric cross-category effects reported by our results.

Although our results are for two categories, they could be applied and generalized to multiple categories. The intrinsic
and extrinsic effects could be analyzed through similar models for each category and the cross-effects could be studied for similarities and asymmetries. For example, in the case of toothpaste, mouthwash, and toothbrush, we could find that the effects of toothpaste and mouthwash on toothbrush may be similar, but the effects of toothbrush on toothpaste may be different from those on mouthwash.

Our results have strong actionable implications for managers. From a managerial standpoint, the finding that crosscategory purchase effects and aisle adjacency effects are asymmetric can help both retailers and manufacturers. With the proliferation in categories, retailer strategies are becoming increasingly challenging [12]. Retailers interested in boosting the combined purchases of salty snacks, and of salty snacks and soft drinks, can focus on encouraging soft drinks purchases by stocking salty snacks close to soft drinks. Stocking decisions are important for efficient replenishment in the retail stores [9]. This arrangement would prompt increased consumption of both salty snacks and soft drinks. If, however, the retailers' goal is to increase beverage purchases, our results suggest that they may not gain as much by enhancing salty snack purchases.

Identifying the cross-demand patterns among categories and subcategories can provide useful managerial insights. The cross-demand patterns in our data appear in Fig. 1.


Fig. 1 Cross-demand patterns in salty snack subcategories snacks. Arrow points to dependent variable. All relationships significant at $p<0.05$ or better, except for dashed lines $(p<0.10)$

Knowing that some subcategories are substitutes while others are complements is managerially useful. Managers may want to identify the groups of subcategories that are distinct from one another (i.e., within the group), and the subcategories that
are substitutes, but across the groups, they become complements. For example, the marketing manager of a manufacturer, like Frito Lay, who is interested in expanding overall purchases of all salty snack subcategories may decide to promote or bundle potato chips and cheese puffs together (complements), rather than promoting potato and tortilla chips together (substitutes). These useful managerial insights come from readily available, aggregate store level data, which can be easily analyzed.

Based on such arguments, we propose a managerial decision grid for two product categories with high- and lowmargin categories relative to each other (Fig. 2). The two principal dimensions on the grid are the type of crosscategory effects (intrinsic and extrinsic) and the nature of interrelationship between the two categories (substitutes and complements). The extrinsic effects are of two types, temporal (e.g., promotions and deals) and nontemporal (e.g., aisle adjacencies). The combination of these dimensions produces six possible situations, each corresponding to key decisions for the retailer.

Using our methodology, the retail manager can first identify the driver and the driven categories. The identification of

Fig. 2 Proposed framework for managing related product categories

Proposed Framework for Managing Related Product Categories


## Suggested Marketing Actions for Two Product Categories, High-Margin and Low-Margin

Intrinsic Cross-Category Effect Extrinsic Cross-Category Effect

Substitutes

|  | Temporal <br> (Promotion) | Non-Temporal <br> (Aisle location) |
| :--- | :--- | :--- |
| Stock more of the <br> high-margin <br> category. | Promote the <br> high-margin <br> category. | Stock the two <br> categories apart. |
| Stock high levels of <br> both the categories. | Promote the <br> driver category <br> (high/low <br> margin). If both <br> are drivers, <br> promote both <br> categories. | Bundle the two <br> categories. <br> Stock the driven <br> category in two <br> aisles on either side <br> of the driver <br> category. |

the driver and driven categories helps a retailer with stocking, promotion, and bundling decisions. For example, if a category is a driver category, a retailer should stock more of that category. The identification of the driver and driven categories is also important for managing cross-category pass-throughs [22].

Furthermore, based on the source of cross-category effects (intrinsic vs. extrinsic), managers can make better merchandising and inventory decisions. When the cross-category effect is intrinsic, the retailer should stock more of the highmargin category if the two categories are substitutes, but stock high levels of both the categories if they are complements.

When the cross-category effect is extrinsic, depending on whether the effect is temporal or not, and if the categories are substitutes or complements, managers have four possible response strategies. If the cross-category effect is temporal, and the categories are substitutes, it is effective to promote the high-margin category, while if the categories are complements, it is better to promote the driver category. ${ }^{9}$ When the cross-category effect is extrinsic and nontemporal, and the categories are substitutes, it is preferable to stock the categories far apart. Instead, complementary categories should be stocked together. Interestingly, this action may not be ideal from a consumer point of view because a consumer might like to have all the categories that satisfy a need to be presented together for easier selection. When the cross-category effect is extrinsic and nontemporal, and the categories are complements, bundling of the categories is the most appropriate decision. Furthermore, it may be effective for the retailer to stock the driven category in aisles on either side of the driver category.

The retailer's decision on the relative quantity of categories to stock will also depend on the margins of the driver and the driven categories as well as the sales per unit space for the categories. Typically, the driven category has a greater margin than that of the driver category, especially if the driver category is also a destination category, which is typically promoted to draw shoppers into the store. To maximize profits, retailers should stock the best combination of driver and driven categories based on the relative margins of the two categories in addition to the relative sales/square foot for the categories.

## 7 Limitations and Future Research Directions

Our research has certain limitations that future research could address. First, because the data are subject to aggregation bias,

[^8]the results should be replicated and validated by a more detailed market basket analysis of cross-category and aisle adjacency effects. With the availability of time-series purchase data, such as market basket data, the extrinsic cross-category effects due to promotions can be studied. Moreover, unlike store level aggregate data, market basket data would allow us to analyze how often complementary categories are purchased in the same basket.

Second, our data were limited to two product categories. With data on additional categories, cross-category and aisle adjacency effects can be analyzed at a broader level. Third, the data were limited to one grocery chain. If data are available from additional chains, the analysis could be extended to study chain differences in cross-category and subcategory effects. Fourth, we treated aisle location as exogenous in our context of cross-store analysis. This assumption is reasonable because aisle adjacencies are not changed periodically within a store and they are somewhat fixed given the overall store layout, floor plan, and planogram. However, future research could explore the situation where aisle adjacency is treated as an endogenous variable. Fifth, we did not have data on category margins. With data on margins, we could generate additional insights on how to manage the driver and the driven categories.

Finally, some effects are not significant in our data, possibly due to sample size limitations. By applying our model and approach to a larger sample, we can explore if more effects become significant. Despite these limitations, we believe that using aggregate store data to model cross-category and aisle adjacency effects is a parsimonious and accessible analysis strategy that many managers and researchers will find useful.
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[^1]:    ${ }^{1}$ Retailers also need to address the issue of how much shelf space to allocate to each brand. Since our paper does not consider shelf space issues, we do not pursue this issue in the paper.

[^2]:    ${ }^{2}$ For simplicity, in this discussion, we ignore the processes by which shoppers classify products into categories, see Cohen and Basu [7].

[^3]:    ${ }^{3}$ We mention a bundled product as a conceptual endpoint for in-store product proximity. However, this research focuses on the proximity of different categories' locations within the store. Because its relevance to this paper is peripheral, we do not review bundling research.

[^4]:    ${ }^{4}$ Many retail chains, including the chain we study, typically have common pricing and promotional variables across stores in a geographical area. Therefore, even if we were to include average pricing and promotion variables in our cross-sectional model, such variables will unlikely differ across stores within the same chain.

[^5]:    $\overline{{ }^{5} \text { Because each }}$ subcategory is in the same aisle as the parent category, we do not have the relative aisle adjacencies of the subcategories as independent variables. Instead, we use the aisle adjacency with respect to soft drinks as the independent variable.
    ${ }^{6}$ We could potentially add another model with aisle adjacency as a function of exogenous variables such as category shelf space requirement, category sales, and other in-store locational constraints. However data on these additional exogenous variables are not easy to obtain. Moreover, stores do not vary aisle adjacency systematically over time for us to obtain more observations.

[^6]:    $\overline{7}$ We also estimated all the models using ordinary least squares (OLS). However, all models showed significant and high cross-error correlation between the salty snack and beverage equations. Therefore, we interpret the 3 SLS results. The substantive results from the OLS estimation are mostly consistent with those of the 3SLS estimation. The detailed results can be obtained from the authors.

[^7]:    ${ }^{8}$ To validate the results from the system of subcategory models on the groups of complements and substitutes, we also performed cluster analyses (both k-means and Ward's hierarchical analyses) on the purchases of all salty snack subcategories. The cluster analyses produced two maximally differentiated clusters, one with potato, tortilla, corn chips, and popcorn, and the other with cheese puffs and pretzels. Thus, the results from the 3SLS models are consistent with those from the cluster analyses. Unlike cluster analysis, our approach provides the signs and magnitudes of the cross-effects.

[^8]:    ${ }^{9}$ We realize that we do not analyze promotional data in this paper. However, because the expected effect of promotions is similar to that of nontemporal extrinsic effects, we are able to offer managerial suggestions on temporal intrinsic effects.

